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ABSTRACT

Nanoflares are thought to be one of the prime candidates that can heat the solar corona to its

multi-million kelvin temperature. Individual nanoflares are difficult to detect with the present gen-

eration instruments, however their presence can be inferred by comparing simulated nanoflare-heated

plasma emissions with the observed emission. Using HYDRAD coronal loop simulations, we model

the emission from an X-ray bright point (XBP) observed by the Marshall Grazing Incidence X-ray

Spectrometer (MaGIXS), along with nearest-available observations from the Atmospheric Imaging

Assembly (AIA) onboard Solar Dynamics Observatory (SDO) and X-Ray Telescope (XRT) onboard

Hinode observatory. The length and magnetic field strength of the coronal loops are derived from the

linear-force-free extrapolation of the observed photospheric magnetogram by Helioseismic and Mag-

netic Imager (HMI) onboard SDO. Each loop is assumed to be heated by random nanoflares, whose

magnitude and frequency are determined by the loop length and magnetic field strength. The sim-

ulation results are then compared and matched against the measured intensity from AIA, XRT, and

MaGIXS. Our model results indicate the observed emissions from the XBP under study could be well

matched by a distribution of nanoflares with average delay times 1500 s to 3000 s, which suggest
that the heating is dominated by high-frequency events. Further, we demonstrate the high sensitivity

of MaGIXS and XRT to diagnose the heating frequency using this method, while AIA passbands are

found to be the least sensitive.

Keywords: coronal heating, nanoflares, quiet Sun X-rays, X-ray bright points

1. INTRODUCTION

Understanding the heating of the non-flaring solar

corona is an active topic of research in heliophysics. It

is well accepted that magnetic fields are mainly respon-

sible for coronal heating. The photospheric driver ran-

domly moves the foot-points of the magnetic field lines,
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biswajit.mondal@nasa.gov, biswajit70mondal94@gmail.com

and either generates waves or the quasi-static buildup

of magnetic energy, depending on the timescale of mo-

tion (Klimchuk 2006a). Heating by the dissipation of

the magnetic energy (e.g., Parker 1988) is termed as

DC heating while the dissipation of wave (e.g., Alfvén

1947) is known as AC heating mechanism. Both the

AC and DC heating mechanisms can lead to impul-

sive heating events, termed nanoflares (Klimchuk 2015).

The magnitude and frequency of these nanoflares de-

termine whether they can adequately satisfy the coro-
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nal heating budget. Thus it is of great importance to

study the nanoflares and determine their frequency to

validate their role in coronal heating. According to

the occurrence frequency, the nanoflares are primarily

classified into two different categories, High-Frequency

(HF) nanoflares, and Low-Frequency (LF) nanoflares.

HF nanoflares are when the cooling time scale is short

compared to the time between two successive heating

events. The plasma could not cool enough in between

the events, and in this case, the plasma would be heated

quasi-steadily. On the other hand, for the LF nanoflares

heating, the plasma would be cooled significantly be-

fore successive events. Determining the properties of

the nanoflares from the observations would significantly

constrain the properties of the heating mechanism.

Due to the small, faint, and transient nature of the

nanoflares, their direct observation by the current gen-

eration instruments is limited by several factors, includ-

ing inadequate instrumental spatial resolution, cadence,

and spectral information. To infer and validate the

nanoflare heating scenario, in the absence of direct ob-

servations, researchers often used different plasma diag-

nostics, e.g., emission measure (EM) distribution (Reale

et al. 2009; Tripathi et al. 2011; Testa et al. 2011; War-

ren et al. 2011, 2012; Winebarger et al. 2011; Testa &

Reale 2012; Del Zanna et al. 2015; Brosius et al. 2014;

Caspi et al. 2015; Ishikawa et al. 2017), variability of

footpoint emission (Testa et al. 2013, 2014) and time-lag

analysis (Viall & Klimchuk 2012, 2017). The EM distri-

bution, which indicates the amount of emitting plasma

at different temperatures, is a useful diagnostic for pa-

rameterizing the frequency of energy deposition. Several

observational and theoretical studies (e.g., Carole 1976;

Cargill 1994; Cargill & Klimchuk 2004; Warren et al.

2012) have suggested that EM has a peak at an average

plasma temperature (for AR, 3-4 MK) along with cool

and hot components.

For a better understanding of the frequency and ob-

servable properties of nanoflare heating, several earlier

studies compare the observed intensities, EM distribu-

tion and/or other observable quantities with the sim-

ulated nanoflare heated plasma. For example, Barnes

et al. (2019) and Barnes et al. (2021) compared the EM

distribution and time lags of simulated nanoflares heated

plasma of AR with the observed distribution derived

from EUV observation by the Atmospheric Imaging As-

sembly (AIA: Lemen et al. 2012) on board SDO (Pesnell

et al. 2012). Their study suggests that high-frequency

nanoflares dominate the core of the AR. Warren et al.

(2020) compare the modeled EM of an AR with the de-

rived EM from the EUV observations of High-resolution

Coronal Imager (Hi-C) sounding rocket experiment.

They also found that high-frequency heating provides

the best match to the observed EM. Recently Mondal

et al. (2023) studied the average nanoflare frequency to

heat coronal X-ray Bright Points (XBP) by comparing

the simulated EM distribution with the observed dis-

tribution. For accurate estimation of the observed EM

distribution at higher temperatures, they combine the

EUV observations of SDO/AIA with the moderate en-

ergy resolution disk-integrated X-ray spectra observed

by Solar X-ray Monitor (XSM: Mithun et al. 2020a,b;

Vadawale et al. 2021) onboard Chandrayaan-2. They

found a good match of observed EM distribution at

coronal temperatures with the simulated distribution of

nanoflare heated plasma. These nanoflares had multi-

ple frequencies, and their energy distribution followed a

power-law slope close to -2.5. However, as XSM pro-

vides the disk-integrated spectrum, it is not efficient for

deriving the EM distribution for a single coronal fea-

ture (e.g., single AR or XBP). Studying the heating fre-

quency in great detail for a single AR or XBP requires

sensitive spatially resolved spectroscopic observation in

EUV and X-ray energies.

The Marshall Grazing Incidence Spectrometer (MaG-

IXS: Champey et al. 2022) is primarily designed for di-

agnostics of coronal heating frequency for AR (see Sec-

tion 2). MaGIXS is a sounding rocket mission whose

first successful flight was carried out on 30th July 2021.

In this work, we have studied the heating frequency of

an X-ray Bright Point (XBP) that MaGIXS observed.

We have derived the loop structures of the XBP us-

ing the potential field extrapolation of the photospheric

line-of-sight (LOS) magnetogram observed by the Helio-

seismic and Magnetic Imager (HMI: Scherrer et al. 2012)

onboard the SDO. The emission of these XBP loops

is simulated using the HYDrodynamics and RADiation

code (HYDRAD1: Bradshaw & Mason 2003; Bradshaw

& Cargill 2013) for nanoflare heating, whose frequencies

and magnitudes are estimated from the loop parame-

ters (e.g., lengths and magnetic field strengths). Here,

we considered that nanoflares originated from the dissi-

pation of magnetic energy stored within the loop. From

the simulated outputs, we calculate EM distributions

and generate the synthetic images of the XBP. These

synthetic images are compared with the MaGIXS obser-

vation as well as the nearest available EUV and X-ray

images observed by the SDO/AIA and the X-Ray Tele-

scope (XRT: Golub et al. 2007) onboard Hinode (Kosugi

et al. 2007).

1 https://github.com/rice-solar-physics/HYDRAD

https://github.com/rice-solar-physics/HYDRAD
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Our goal here is to study whether nanoflare heating

can explain the observed emission properties of the XBP

and to investigate the importance of the MaGIXS, AIA,

and XRT observations in determining the frequency of

nanoflare heating. The rest of the paper is organized as

follows. Section 2 describes the MaGIXS, AIA, XRT,

and HMI observations of the XBP. Section 3 described

the simulation setup. The results are shown and dis-

cussed in Section 4, and Section 5 provides a brief sum-

mary of the work.

2. OBSERVATIONS

MaGIXS is a grazing incidence wide-field slot imag-

ing spectrometer, consisting of a Wolter-I telescope, a

slot, grating spectrometer, CCD camera, and a slitjaw

context imager. It’s FOV is restricted by the slot of 12′-

wide and 33′-long (Champey et al. 2022). The unique

design of MaGIXS is optimized to capture a spectral

and spatial overlappogram of a solar AR in the soft

X-ray wavelength range from ∼ 8 Å to 30 Å (0.4-1.5

keV). Spectral measurements in this energy range are

well suited to diagnose the heating of ARs (Athiray et al.

2019). The first successful rocket flight of MaGIXS on

July 30 2021 at 18:20 UT, was targeted to observe two

ARs (12846 and 12849) in the northern and southern

solar hemispheres. However, due to the internal vi-

gnetting, the effective FOV observed is 9.2′× 25′on the

solar disk, sampling two X-ray bright points (XBP-1,

XBP-2) and a portion of the active region (AR 12849)

(see Savage et al. 2023 for the details of MaGIXS ob-

servation). It recorded 296 s of imaging spectroscopic

observations with a cadence of 2 s. For this analysis,

we utilized MaGIXS Level 2 data products, which are

spectrally pure images of the X-ray bright points (see

table 3 of Savage et al. 2023 and text for a description

of the data processing).

In the present study, we concentrated on the study

of XBP-1 to understand its heating frequency by com-

paring the observations with simulated emissions from

the hydrodynamic model. The location of the XBP-1 on

the full disk image taken by the AIA/SDO 211 Å pass-

band is shown in Figure 1a (yellow box). Figure 1b

shows the spectrally pure maps of O-VIII and Fe-XVII

at 18.97Å and 17.05Å, derived from the MaGIXS ob-

servations as described in (Savage et al. 2023). Each

pixels of these images have a plate-scale of 2.8′′×2.8′′,

where as in Savage et al. (2023) the spectrally pure maps

are shown with a plate-scale of 8.4′′×2.8′′. Along with

MaGIXS, we have used the concurrent observations of

this XBP in EUV wavelength observed by AIA/SDO.

Level-1 AIA data were downloaded from Joint Science

Operations Center (JSOC) and processed to level-1.5 us-

ing the standard procedure in SunPy (The SunPy Com-

munity et al. 2020; Mumford et al. 2022). We also used

the synoptic X-ray images for this XBP observed by

XRT/Hinode at the closest available time to the MaG-

IXS observation, which is 20 minutes before. Panels c

and d show the zoomed view of XBP-1 observed by AIA

211Å and XRT Be-thin passbands, respectively. The

red and blue contours in panel c represent the positive

and negative polarities of the LOS photospheric mag-

netogram observed by SDO/HMI. To model the XBP-1

emission, we need to know the coronal loop structures

associated with this XBP. For this, we have extrapolated

the observed photospheric magnetogram, as described in

Section 3.1.

3. SIMULATION OF XBP-1

XBP-1 is associated with bipolar magnetic field re-

gion, and consist of loop structures as visible in EUV

and X-ray images of AIA and XRT. Most of the X-ray

emission is associated with these loop-like structures.

Field-aligned hydrodynamic simulations are often used

to simulate the emission of the plasma confined within

these loops. Here we have modeled the X-ray and EUV

emission of the XBP-1 loops using the HYDRAD code.

The HYDRAD code is described in detail in Bradshaw

& Mason (2003) and Bradshaw & Cargill (2013). By ac-

counting for the field-aligned gravitational acceleration

and taking into account bulk transport, thermal conduc-

tion, viscous interactions, gravitational energy, Coulomb

collisions, and optically thick radiation in the lower at-

mosphere transitioning to optically thin radiation in the

overlying atmosphere, HYDRAD is able to solve the

time-dependent equations for the evolution of mass, en-

ergy, and momentum for multi-fluid plasma (electrons

and ions) in a given magnetic geometry. HYDRAD can

simulate the plasma response along the field-aligned di-

rection for a given input heating profile and return the

time evolution of temperature and density as a function

of loop length. Here we employed the multi-species ap-

proach of HYDRAD, where electron and ions are treated

as separate fluid. Also we consider the plasma is in equi-

librium ionization and the loops have a constant cross-

section.

We have derived the loop structures associated with

XBP-1 from the potential field extrapolation of the

high resolution full-disk photospheric magnetograms ob-

served by HMI/SDO as discussed in Section 3.1. These

loops are simulated with HYDRAD using heating pro-

files that depend on the length and field strength as

described in Section 3.2.

3.1. Magnetic field model
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Figure 1. Panel a shows the full-disk EUV image the observed by AIA 211 Å passband, where the area of XBP-1 is marked by
yellow box. Panel b shows spectrally pure maps of O-VIII and Fe-XVII spectrally pure images of XBP-1 derived from MaGIXS
observations (Level 2 data product). Panel c shows the zoomed view of the yellow box shown in panel a. Red and blue contours
represent the positive and negative polarities of observed line-of-sight photospheric magnetogram observed by HMI. Panel d
shows the X-ray image of the XBP-1 observed by XRT.

Using the locations of XBP-1 we have identified its

counterpart on the full-disk line-of-sight (LOS) HMI

magnetogram, which is associated with a bipolar re-

gion. Considering these bi-poles as a lower boundary,

we can extrapolate the field lines up to a height. How-

ever, as this region is located away from the disk cen-

tre at a solar latitude and longitude of ∼50° and 30°
respectively, the extrapolated loops might have a sig-

nificant projection effect on the disk-plane. Thus using

the reproject_to functionality of SunPy Map object, we

have re-projected the HMI magnetogram to an observer

line of sight at 50° latitude and 30° longitude. Figure 2a
shows the re-projected magnetogram. From this mag-

netogram we have extrapolated the field lines up to a

height of 500 HMI pixels (∼180 Mm). For this purpose,

we have used the Linear Force-Free (LLF) extrapola-

tion code, j_b_lff.pro (Nakagawa & Raadu 1972; See-

hafer 1978), available within the SolarSoftWare pack-

age (SSW; Freeland & Handy 1998). Using the three-

dimensional extrapolated magnetic fields data, we have

traced field lines through the volume corresponding to

the XBP-1 following the streamline tracing method. For

the streamline tracing we have chosen the seed points

(through which field lines pass) randomly within the re-

gion of XBP-1 where absolute field strength is more than

20G at the base. A force-free parameter, α = -0.05 in

our LLF model, provides a better match of the extrap-

olated loops with the observed emission in AIA pass-

bands. We have traced 300 loops, which is sufficient to

represent the ensemble of the whole XBP-1 region in

visual inspections. Projection of the extrapolated field

lines on the magnetogram are shown in Figure 2b. Note

that this field lines are projected with respect to a dif-

ferent observer’s LOS than that of the AIA and XRT

images shown in Figure 1. Thus to compare with the

morphology of the observed AIA and XRT images, we

have re-oriented the 3D extrapolated loops towards Sun-

Earth LOS by rotating it with same latitude (50°) and

longitude (30°) and then take a projection as shown in

Figure 2c. The loop morphology is now closely matches

with the AIA and XRT images. Figure 2d and 2e show

the distribution of all the extrapolated loop lengths and

the length averaged magnetic field (< B >) distribu-

tion (see Equations 3 and 4 of Mondal et al. 2023 for

details). The loop length distribution has a peak near

100 Mm and the average magnetic field is found to vary

inversely with loop length, similar to an AR as obtained

by Mandrini et al. (2000). The < B >∝ L−1 relation is

overplotted by a black dashed line as a reference.

3.2. Heating profile

To simulate the coronal loops we assume the loops are

in hydrostatic equilibrium at the beginning (t=0 sec-

ond) by setting a boundary conditions for foot points

temperature and density. Once we provide the bound-

ary values, HYDRAD calculates the initial temperature
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Figure 2. Panel a shows the HMI magnetogram projected to an observers LOS of 50° latitude and 30° longitude. Extrapolated
loops are overplotted on the magnetogram in panel b. The white box represents the FOV of XBP-1 as shown in Figure 1.
Panel c shows the projected extrapolated loops from Sun to Earth LOS, on-top of AIA 211 Å image. Panels d and e show the
distribution of 300 extrapolated loops length and average magnetic field as a function of their lengths.

and density profile along the loops. We have chosen a

footpoint temperature of 20,000 K, it seems reasonable

to consider an isothermal chromosphere in the absence

of any detailed knowledge (Bradshaw & Mason 2003).

The footpoint density is chosen such that the coronal

loop average temperature remains at a value close to

0.5 MK (see Appendix-A for details), which is a rea-

sonable lower boundary condition in the absence of any

external heating.

We consider that loops are continuously heated by

nanoflares (Parker 1988; Klimchuk 2015), those can oc-

cur with the release of stored magnetic energy that de-

rives from slow photospheric driving. To derive the en-

ergy and occurrence frequency of these nanoflares, we

employed the approach of Mondal et al. (2023). Here

we will briefly describe it.

We define the nanoflare heating in terms of a series of

symmetric triangular profiles having a duration (τ) of

100 s, similar to previous studies, e.g., Klimchuk et al.

2008; Cargill et al. 2012; Barnes et al. 2016. The peak

heating rate of an nanoflare is randomly chosen between

the minimum (Hmin
0 ) and maximum (Hmax

0 ) values as-

sociated with a loop. The maximum energy density is

considered to be equal to the stored magnetic energy

due to the misalignment of the loop from vertical. If θ

is the tilt of the magnetic field from the vertical, then

the Hmax
0 associated with ith loop would be,

Hmax
0i =

1

τ

(tan(θ) < B >i)
2

8π
(erg cm−3 s−1) (1)

We consider Hmin
0 as one percent of Hmax

0 . Here, θ

is known as Parker angle and it has been found that to

satisfy the observed coronal heating energy requirement,
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the value of tan(θ) = c, should be in the range of 0.2−
0.3 (Parker 1988; Klimchuk 2015).

Because the free energy associated with a stressed loop

is released during an impulsive event, releasing larger

energy naturally creates a longer delay in accumulating

enough energy to be released by the following event.

Taking this key consequence, we assume that the delay

time between two successive events is proportional to

the energy of the first event. The delay time between

(l − 1)th and lth event will be,

dli =
τL

Fi
×H l−1

i (2)

Here, Fi is the Poynting flux associated with the ith loop

by the photospheric driver.

Mondal et al. (2023) estimated F by two different

methods. In the first method they assumes that all the

loops associated with all the XBPs have the same aver-

age Poynting flux, which is calculated from the observed

DEM, and in the second method they consider a differ-

ent Poynting flux for each loops derived from the expres-

sion of Poynting flux by the photospheric driver (Klim-

chuk 2006b). Here we have used the modified expression

for the Poynting flux considering the scenario of expand-

ing loops with coronal height (Mondal et al. 2023).

F = − 1

4π
Vhtan(θ)B

base < B > (3)

Here, Vh is the horizontal speed of the flow that drives

the field, < B > is the average field strength along the

loop, Bbase is the magnetic field at the coronal base. Fig-

ure 3 show the estimated heating profile for three loops

taken from the extrapolated distribution as shown in

Figure 2. Panel a and b show the heating profile associ-

ated with Vh = 1.5 km/s and Vh = 0.5 km/s respectively

with a similar value of c = 0.2. Loops with larger length

and lesser magnetic field strength, produces more higher

frequency nanoflares compared with the loops with lower

length and higher magnetic field strength.

3.3. Simulation runs and outputs

Once we get the loop lengths and heating profiles for

all the loops, we run the HYDRAD code for individ-

ual loops in a parallel computing environment using Py-

drad2 (Barnes et al. 2023) interface. For each loop we

consider 5 Mm as chromospheric height from each loop

foot-points. The location of each nanoflare event within

a loop is determined from Poisson probability by con-

sidering expected location at the loop top with a sig-

nificantly larger scale length (which determines how the

2 https://github.com/rice-solar-physics/pydrad

Figure 3. Heating profile for three loops taken from the
extrapolated distribution shown in Figure 2. Panel a and
b corresponds to the photospheric driver velocity (Vh) 1.5
km/s and 0.5 km/s, respectively.

heat will spread along the loop) in order to prevent local-

ized heating. We simulate the evolution of the loops for

the duration of 10,000 s and store the evolution of tem-

perature and density for spatial grids of width 0.3 Mm

(similar to HMI resolution) at a cadence of 25 s. Using

these temperatures and densities for the last 1000 s of

evolution, we calculate the time averaged DEM for each

grid points by considering a LOS plasma depth equal

to the grid spacing (dl) along the loops. Note that as-

suming a LOS plasma depth equal to the grid spacing

is a correct assumption for the dl almost parallel to the

observer LOS, but this may not be appropriate for the

portions of the loops, mostly at higher height, where

dl is almost perpendicular to the observer LOS. Here,

we used a LOS depth of ∼0.3 Mm (=dl) for the DEM

calculation. According to the HI-C observations (e.g,

Peter et al. 2013) the smallest loops can have a diam-

eter of 0.2 Mm, while the larger one could be 1.5 Mm.

Thus, depending on the actual loop diameter the loop-

top emission might be slightly overpredict/underpredict.

However, due to the lesser plasma density at loop-top,

this would not affect the average DEM (∝ n2dl) signifi-

cantly. We create the DEM in the temperature range of

logT = 5.6 to logT = 7.0 with δ(logT) = 0.1.

Using the DEM values and the projected coordinates

of the loop grids (Section 3.1) on the HMI magnetogram,

we have created DEM maps for all the loops associated

with XBP-1. Folding this DEM map with the temper-

https://github.com/rice-solar-physics/pydrad
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Figure 4. Variation of the composite distribution of heating events for different heating parameters. Column a shows the
average frequency distribution for all the loops as a function of heating rate. Column b shows the distribution of delay time
between successive events for all the loops, where the average delay for each distribution are labeled. Column c shows the
distribution of average Poynting flux for all the loops.

ature response functions of different passbands of AIA,

XRT, and MaGIXS, we generate the synthetic images of

the XBP-1 associated with each passbands for the obser-

vation exposure time. Also we apply Poisson statistics

to the pixel counts. The AIA and XRT temperature re-

sponses (Ri) are generated using standard routine avail-

able in SSW package by applying passbands degradation

correction at the time of observation. As our DEM maps

are in the resolution of HMI plate-scales, the obtained

Ri for AIA and XRT are converted to HMI plate-scale.

Also we have applied a cross-calibration factor of 2 for

XRT responses as suggested by earlier studies (Schmelz

et al. 2015; Wright et al. 2017; Athiray et al. 2020).

The temperature responses of the different ions observed

by MaGIXS are generated by multiplying the estimated

contribution functions from CHIANTI (Dere et al. 1997;

Del Zanna et al. 2020) with the MaGIXS effective area.

For all the instruments we have used coronal abundances

(Feldman 1992).

As the simulated DEM maps are in HMI resolution,

the synthetic images have the same HMI resolution of

0.5′′. To compare the synthetic images with the obser-

vation, they are re-binned with the instrument plate-

scale and then convolved with the instrument point

spread function (PSF). Plate-scales of 0.6′′, 2′′, and

2.8′′are used for AIA, XRT, and MaGIXS. We used

the scipy.ndimage.gaussian_filter (Virtanen et al.

2020) method for a Gaussian PSFs with FWHM of 1.2′′

for AIA, 2′′ for XRT, and 30′′ for MaGIXS (similar to

the actual PSFs).
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We repeat the simulation and create the synthetic im-

ages for different heating parameters (c and Vh), which

determine the heating profile. Depending on the obser-

vation and coronal energy losses, the values of Vh and

c are chosen in the range of 0.5-2.0 km/s and 0.2-0.3

(Klimchuk 2015). Figure 4a shows composite distribu-

tion of peak heating rates of nanoflares for all the loops

associated with different combination of heating param-

eters. All the combination the heating rate frequency

naturally follow a powerlaw with its heating rate. Fig-

ure 4b shows the distribution of delay time between suc-

cessive heating events for all the combination of heat-

ing parameters. Combining Eq 2, 1, and 3, the delay

time is proportional to c and inversely proportional to

Vh. Thus in Figure 4b increasing c represent more low-

frequency events (larger delay time) compare to high-

frequency events. On the other-hand increasing Vh have

more high-frequency (lower delay time) events compare

to low-frequency events. Changing heating parameters

will change the Poynting flux associated with the loops,

which determines the effective heating. Distributions of

the average Poynting flux associated with all the loops

are shown in Figure 4c. The Poynting flux is propor-

tional to Vh and c (Eq 3), causing increase in flux with

the increase of either Vh or c.

4. RESULTS AND DISCUSSION

In this study we performed hydrodynamic simulation

of an XBP, observed by MaGIXS to understand the

nanoflare heating properties to maintain the heating of

the XBP to the coronal temperature (> 1 MK). Sim-

ulations are runs for different combination of heating

parameters, and for each of them, the AIA, MaGIXS,

and XRT images are synthesized as described in Sec-

tion 3.3. The spatially averaged intensities at different

passbands of MaGIXS, AIA, and XRT are then com-

pared with the average observed intensity. Figure 5 (top

panel) shows the comparison for all combination of heat-

ing parameters as a function of instrument passbands

plotted in abscissa. The black solid line represents the

observed intensities, whereas the colored circles repre-

sent the synthetic intensities associated with different

heating parameters. The absolute values of synthetic

intensity could deviate from observed intensity due to

various factors, e.g., the choice of number of loops as-

sociated with the XBP, but the intensities should be off

by a consistent ratio for all the passbands. Thus our

intention is not to compare the absolute values of the

observed and predicted intensities; rather we compare

the ratios between the predicted and the observed in-

tensities for all the passbands. The ratio of predicted

Table 1. Heating parameters which explains the observa-
tions.

c = tan(θ) Vh(km/s) Averagedelay Averageflux

km/s s 105 erg cm−2 s−1

0.25 1.0 2700 3.0

0.20 1.5 1600 3.8

0.30 1.0 2900 4.1

to observed intensities is shown in bottom panel of Fig-

ure 5.

We expect a similar ratio for all the passbands for a set

of heating parameters, that can explain the observation.

To quantify how these ratios deviate from each other

for a set of heating parameters, we derived the standard

deviation (σ) from their mean value. A smaller value of

σ indicates less deviation of the ratios from their mean

and vice-versa. The comparison of σ for different in-

strument passbands as discussed above would be more

appropriate if cross-calibration factors among the instru-

ments are well known, which is currently limited and be-

ing planned for the upcoming MaGIXS-2 flight(Athiray

& Winebarger 2024). Therefore, here we compare the σ

for different instruments separately. Figure 6 shows the

σ values for MaGIXS, AIA, and XRT. The Y-axis rep-

resent the σ and X-axis shows the heating parameters.

We found that the σ is converging (grey shaded region)

towards a minimum value for both XRT and MaGIXS,

indicating a better match between predicted and ob-

served intensities. Whereas for AIA σ is less variable

for different heating parameters, indicating that using

only the AIA passbands provides less sensitivity to de-

termining the heating parameters and hence the heating

frequency. In the present study, most of the AIA pass-

bands are sensitive to the cool/warm (around or below 1

MK) plasma, which is the reason for the AIA passbands

are less sensitive to the heating parameters as discussed

later in this section.

Table 1 summarizes the values of heating parameters

for which both MaGIXS and XRT show converging σ.

The range of the average Poynting flux associated with

converging σ is 3.0×105 erg cm−2 s−1 to 4.0×105 erg

cm−2 s−1, which is similar to the average Poynting flux

of coronal XBPs derived by Mondal et al. (2023) during

the minimum of solar cycle 24. This Poynting flux is

more than one order of magnitude smaller than that of

ARs (∼107 erg cm−2 s−1) as predicted by Withbroe &

Noyes (1977), which is expected by considering the less

magnetic activity of the XBPs.
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Figure 5. Comparison between observed (black) and predicted (colored circle) average counts in all instruments passbands. The
ratio between predicted and observed counts are shown in bottom panel. Different color represent different heating parameters
as mentioned in the label (c and Vh).

The average delay times between the nanoflares are in

the range of 1500 s to 3000 s. These time range is smaller

than the average cooling times (order of 104 s) of the

loops according to the formula given by Cargill (2014),

assuming similar equation parameters as those used by

Barnes et al. (2021). This suggests that the heating

is dominated by high-frequency nanoflares, which is fur-

ther supported by the fact that MaGIXS did not observe

very hot (> 5 MK) plasma for this XBP (Savage et al.

2023).

Figure 7 shows the representative comparison of ob-

served and simulated images for the heating parameters,

c = 0.2 and Vh = 1.5 km/s in different passbands of AIA,

MaGIXS and XRT. As we are not comparing the ab-
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solute intensities, the images are normalized with their

maximum pixel values. The overall emission morphol-

ogy of the XBP in synthetic AIA images closely matched

the observed images, except in a few places, such as the

bright, cool (approximately 1 MK) structure in the bot-

tom right of the observed 171Å and 131Å passbands.

A closer inspection of this bright structure reveals its

association with different sets of coronal loops that are

not present in our magnetic model. Also, observed im-

ages has a diffuse background emissions, which is not

present in our magnetic model and hence in the simu-

lated emission. Due to the poor spatial resolution of the

MaGIXS, the loop structure of the XBP is not present in

both observed and predicted images, but they show the

brightening at similar locations. However, the synthetic

Oxiii image shows a slightly elongated brightening in

y-direction than the observed one. The emission mor-

phology in XRT synthetic images are slightly different

than the observed emission. We think this might be due

to the fact that the XRT observed images are 20 minutes

earlier than the synthetic images, and at that time the

magnetic field morphology was slightly different. In ad-

dition, we observed that the synthetic image in MaGIXS

Fexviii passband does not predict a significant emission

indicating the absence of hot (> 5 MK) plasma, which

is consistent with the observations as discussed by Sav-

age et al. (2023). Also, the synthetic emission measure

weighted temperature of the XBP for c=0.2 and Vh=1.5

km/s is found to be around 2 MK, which is similar to

the predicted temperature from MaGIXS observations.

Figure 8 showcase how the emission morphology varies

with the heating parameters in XRT Be-thin filter. It is

clearly visible that the synthetic emission morphology in

XRT Be-thin filter is strongly dependent on the heating

parameters and we found a similar results for the pass-

bands sensitive to high temperature. This means that

heating parameters are very sensitive to match high tem-

perature emission. A similar conclusion can be drawn

by looking into the ratios of the spatially averaged syn-

thetic and observed intensities as shown in the bottom

panel of Figure 5. The ratios associated with different

heating parameters show larger spread for the passbands

that exhibit high temperature sensitivity. For instance,

Fexvii and Neix, whose peak emissivity temperature

(Tmax) occur at log T = 6.75 and 6.6 show large spread

(∼0.5 to 6) in ratios; Oviii with Tmax at log T = 6.5

exhibit lesser spread (∼0.5 to 2.5) in ratios; the cooler

MaGIXS passbands Ovii and Nvii with Tmax at log T

= 6.3 clearly show ratios varying < 2. A similar trend

is also clearly observed with AIA passbands. Having

lesser sensitivity of the hot plasma in AIA passbands,

they show a lesser variation in the intensity ratios.

In this study we established a methodology to study

the nanoflare heating frequency in coronal structures.

This would be useful to study the capabilities and re-

quirements of the upcoming instruments to diagnose the

heating frequency. As MaGIXS is sensitive to the hot

component of the AR, in the upcoming flight of MaG-

IXS, if it will observe the hot (> 5 MK) AR, where LF

events are expected to occur, a similar analysis would

be very useful to separate the contribution of HF and
LF nanoflare for coronal heating budgets.

Our formulation of nanoflare heating profile in the

present study is bashed on the dissipation of magnetic

energy. In future a similar methodology could be use-

ful to study the contribution of wave heating by adopt-

ing the wave heating scenario in the model, such as de-

scribed by Reep et al. (2018).

5. SUMMARY

We have studied the nanoflare heating frequency

of an XBP observed during the the first successful

flight of MaGIXS along with nearest available obser-

vations by SDO/AIA, and Hinode/XRT. We compared

the observed emission of this XBP with the simulated

emission. The 1D hydrodynamic simulation code, HY-

DRAD, is used to simulate the XBP loops. The geo-
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Figure 7. Observed (columns: 1 and 3) and predicted (columns: 2 and 4) images (color-bars are normalized with the maximum
counts of each image) in different passbands of AIA, MaGIXS, and XRT as mentioned in the label. The predicted images are
for the model with heating parameters, c=0.2 and Vh=1.5 km/s. Note that the observed XRT images are 20 minutes before
the predicted images.

metrical properties of the loops are derived from the

linear force-free field extrapolation of the observed pho-

tospheric magnetogram by SDO/HMI. The loops are

assumed to be heated by random nanoflare events de-
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Figure 8. Showing the variation of emission morphology in predicted emissions of XRT Be-thin passbands for all simulation
runs associated with different heating parameters (mention at the top of each panel). The unit of the colorbar is DN/s.

pending on their length and magnetic field strength.

Simulated emission in all instruments closely matches

with the nanoflare heating model, with average Poynt-

ing flux in the range of 3.0×105 to 4.0×105 erg cm−2

s−1. The average delay time between the nanoflares is

found to be 1500 s to 3000 s, which is smaller than the

average cooling time of the loops, suggesting the heat-

ing is dominated by high-frequency nanoflares. Also,

we have investigated the sensitivity of MaGIXS, XRT,

and AIA passbands to diagnose nanoflare frequency.

We found that in our method, where we compare the

average intensities of observed and synthetic images,

the XRT and MaGIXS passbands are sensitive enough

to diagnose the average nanoflare heating frequency,

whereas AIA is the least sensitive.
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APPENDIX

A. INITIAL CONDITIONS

The initial conditions are the initial temperature and density profiles along the loop length at t=0 s, that HYDRAD

evolve with time subject to some external driver. More information on configuring the initial conditions can be found

in the HYDRAD user manual 3. At the beginning, we consider the loops are in hydrostatic equilibrium, which ensures

that at later time (t > 0 s) the evolution is only due to the external driver. Taking into account a few simplified

assumptions, in hydrostatic equilibrium (see Equation-9 in Reale 2010), we can write,

P ≈ 1

L
(

Tmax

1.4× 103
)3 (A1)

Here, P is the uniform pressure throughout the loop of length L and Tmax is the maximum temperature.

We want to keep the loop (above chromosphere) with an average temperature (Tavg), e.g., 0.5 MK, which is a

reasonably lower value. Following, Cargill et al. (2012) we can write,

Tavg ≈ 0.9× Tmax (A2)

Also from ideal gas law,

P = nkT (A3)

Combining Eq.A1-A3, foot-point density would be,

nbase =
Pbase

kTbase
(A4)

Following Bradshaw &Mason (2003) a footpoint temperature of 20,000 K is physically reasonable to treat a stratified,

isothermal chromosphere (where the scale height is constant) in the absence of a detailed knowledge and thorough

treatment. Note that, the chromospheric density is important; if it is too low then a very strong nanoflare could

essentially ablate the entire mass content of the chromosphere into the corona, emptying it out, and causing the

transition region (basically, a thermal conduction front) to hit the edge of the computational domain, which is not

desirable. A denser chromosphere can be obtained by choosing a lower isothermal temperature (e.g. 10,000 K instead

of 20,000 K).

Consider, L = 60 Mm. Then from Eq.A4, to maintain an average temperature of 0.5 MK throughout the coronal

portion of the loop, the footpoint density, nbase ≈ 4×109 cm−3. Once we know the footpoint density and temperature

and provide them to HYDRAD, the code will calculate the initial temperature and density profile along the loop, as

shown in Figure A.1.

3 https://github.com/rice-solar-physics/HYDRAD/blob/master/
HYDRAD User Guide(03 20 2021).pdf

https://github.com/rice-solar-physics/HYDRAD/blob/master/HYDRAD_User_Guide(03_20_2021).pdf
https://github.com/rice-solar-physics/HYDRAD/blob/master/HYDRAD_User_Guide(03_20_2021).pdf
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Figure A.1. Initial temperature (solid curve in left) and density (solid curve in right) profile solved by HYDRAD for a given
loop footpoint temperature and density of 20,000 K and 4 × 109 cm−3 respectively. The dashed horizontal lines are the loop
averaged temperature and density. A height of 5 Mm for each end of the loop is considered as chromosphere.
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